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This short guide shows how you can split your OpenVZ host resources evenly between multiple virtual machines with the help of vzsplit. vzsplit generates
a sample container configuration file with a certain set of system resource control parameters that you can then apply to your virtual machines.

| do not issue any guarantee that this will work for you!
Using vzsplit
Take alook at

man vzsplit

to learn more about its usage.
Now let's assume we want to run 5 virtual machines on the OpenVZ host. We call vzsplit as follows:

vzsplit -n 5 -f max-limts

-n 5 gpecifies the number of virtual machines.

serverl: ~# vzsplit -n 5 -f max-limts
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The optimal swap space size is 2022 My, tw ce bigger than the RAM si ze
WARNI NG Reconmmended m nimal size of partition holding /var/lib/vz/private/ is 20Gh
Config /etc/vz/conf/ve-max-limts.conf-sanple was created

serverl: ~#

Asyou see, this has created the file/ et ¢/ vz/ conf/ ve- max- | i ni t s. conf - sanpl e which contains the max. values of the configuration settings for each of
the 5 virtual machines. Take alook at that file:

vi /etc/vz/conf/ve-max-limts.conf-sanple
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Asyou see, thisfile does not contain VM-specific settings such as hostname, | P address, name servers, etc.which makes sense because we don't want to
overwrite these settings.

Now let's say we want to apply these settings to our VM with the ID 101. Thisis how we do it:

vzct| set 101 --applyconfig max-limts --save

Afterwards, you can start/restart the VM 101:

vzctl start 101

Y ou might see something like this:

serverl: ~# vzctl start 101
Starting container ...
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vzquota : (warning) block hard limt [129115] < block_current _usage [ 139856]

Contai ner is nmounted
Addi ng | P address(es): 192.168.0.101

bash: line 402: printf: wite error: D sk quota exceeded
bash: line 416: printf: wite error: D sk quota exceeded
bash: line 421: echo: wite error: Disk quota exceeded

bash: line 447: printf: wite error: D sk quota exceeded

Setting CPU units: 8587
Configure mem nfo: 155342
Set host nanme: test.exanple.com

awk: close failed on file /dev/stdout (D sk quota exceeded)

ERROR: Can't change file /etc/hosts

vzquota : (warning) block hard limt [129015] < block_current_usage [ 139856]

Cont ai ner start in progress..
serverl: ~#
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For some reason vzsplit has calculated awrong disk size. Y ou can correct that as follows (thiswill set adisk size with a soft limit of 10GB and a hard limit

of 11GB - adjust this to your needs):

vzctl set 101 --di skspace "10000000: 11000000" --save

Then restart the VM:

vzctl restart 101

Y ou can take alook at the new settings for the VM as follows:

vzctl exec 101 cat /proc/user_beancounters

serverl:/etc/vz/conf# vzctl exec 101 cat /proc/user_beancounters
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Version: 2.5
ui d
101:

serverl:/etc

resource
krmensi ze

| ockedpages
privvnpages
shnpages
dunmy

nunpr oc
physpages
vnguar pages
oonguar pages
nunt cpsock
nunf | ock
nunpt y
nunsi gi nfo

t cpsndbuf

t cpr cvbuf

ot her sockbuf
dgr anr cvbuf
nunot her sock
dcachesi ze
nunfile
dunmy

dunmy

dunmy
num pt ent
/vz/ conf #

hel d
340278
0

796

maxhel d
580635
0

1655

barri er
37052743
1809
155342
15534

0

1600

0
135985
135985
1600
1000
160
1024
5797314
5797314
2898657
2898657
1600
8088605
14464

0

0

0

200

limt
40758017
1809
170876
15534
0
1600
2147483647
2147483647
2147483647
1600
1100
160
1024
12350914
12350914
9452257
2898657
1600
8331264
14464
0
0
0
200

failcnt

O O O O OO O0OO0O0000O000O0O0O0OO0oOOoOOoOOo oo
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Thefail cnt columnisvery important, it should contain only zeros; if it doesn't, this means that the vm needs more resources than are currently allocated

tothe VM.

To find out about the memory allocated to the VM, run
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vzctl exec 101 free

serverl: ~# vzct|l exec 101 free

t ot al used
Mem 621368 3268
-/ + buffers/cache: 3268
Swap: 0 0

serverl: ~#

Links

- OpenVZ: http://openvz.org
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