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Ganeti isacluster virtualization management system based on Xen. In thistutorial | will explain how to create one virtual Xen machine (called an
i nst ance) on acluster of two physical nodes, and how to manage and failover this instance between the two physical nodes.

This document comes without warranty of any kind! | do not issue any guarantee that thiswill work for you!

1 Preliminary Note

Ganeti is still in an early stage. Right now, it can be installed on Debian Etch nodes, and you can create virtual machines with it that use Debian Etch as
well. Other Linux distributions should theoretically work, too, but there's no documentation yet.

In this tutoria | will use the physical nodes nodel. exanpl e. comand node2. exanpl e. con

- nodel. exanpl e. cont |P address 192. 168. 0. 100; will be the master of the cluster.
- node2. exanpl e. cont |P address 192. 168. 0. 101; will be the primary node of the virtual machine (akai nst ance).

Both have a 50GB hard drive of which | use 10GB for the/ partition, 1GB for swap, and leave the rest unpartitioned so that it can be used by Ganeti (the
minimum is 20GB!). Of course, you can change the partitioning to your liking, but remember about the minimum unused space.

The cluster I'm going to create will be named cl ust er 1. exanpl e. com and it will also have the |P address 192. 168. 0. 100.

The Xen virtual machine (called ani nst ance in Ganeti speak) will be named i nst 1. exanpl e. comwith the P address 192. 168. 0. 105.
i nst 1. exanpl e. comwill be mirrored between the two physical nodes using DRBD - you can see thisas akind of network RAID1.
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Asyou see, nodel. exanpl e. comwill be the cluster master, i.e. the machine from which you can control and manage the cluster, and node2. exanpl e. com
will be the primary node of i nst 1. exanpl e. comi.e. i nst 1. exanpl e. comwill run on node2. exanpl e. com(with al changesoni nst 1. exanpl e. com
mirrored back to nodel. exanpl e. comwith DRBD) until your fail it over to nodel. exanpl e. com(if you want to take down node2. exanpl e. comfor
maintenance, for example). Thisis an active-passive configuration.

| think it's good practice to split up the roles between the two nodes, so that you don't lose the cluster master and the primary node at once should one node
go down.

In my tests | was using two systems with 204MB RAM each for nodel and node2. Thisis pretty low, and you should use considerably more RAM,
especially on production systems. For my tests it was ok, though. Because of the low RAM, | restricted my Xen don0s (nodel and node2) to use 64MB
RAM. The Ganeti installation guide says that 512MB are reasonable - | think 256M B should work, too. Anyway, your system must have more RAM than
what you specify for dond so that enough RAM is|left over for the virtual machine(s).

Onelast thing to noteisthat all hosthames mentioned here should be resolvable to all hosts, which means that they must either exist in DNS, or you must
put al hostnamesin all / et c/ host s files on all hosts (which iswhat | will do here).

Ok, let's start...
2 Installing A Base Debian System On The Physical Nodes
Set up aminimal Debian Etch systems on both nodel and node2:

nodel/node2:

Insert your Debian Etch Netinstall CD into your system and boot from it. Press ENTER to boot:
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debian

GNU f Linux

ress F1 for help, or ENTER to boot:

The installation starts, and first you have to choose your language:
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Then select your location:
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[!1] Choose language |

Based on your language, you are probably located in one of these
countries or regions.

Choose a country, territory or area:

Australia
Botswana
Canada

Hong Kong
India

Ireland

New Zealand
Philippines
S1lngapore
South Africa
United Kingdom
United States
& Lmbabue

<Go Back>
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['!] Choose language

Choose a country, territory or area:

Austria
Azerbaijan
Belarus
Belgium

Bosnia and Herzegovina
Bulgaria
Croatia

Cyprus

Czech Republic
Denmark
Estonia

Faroe Islands
Finland

France

EEDPiiB

Gibraltar
Greece
Greenland

<Go Back>

Choose a keyboard layout:
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[!] Select a keyboard layout

Keumap to use:

American English
Belarusian

Belgian

Brazilian (ABNTZ layout)
Brazilian (EUA layout)
British English
Bulgarian

Canadian French
Croatian

Czech

Danish

Dutch

[worak

Estonian

Finnish

French

Greek
Hebrew

G0 Back»

lab> moves Detween 1TEems;

Theinstaller checks the installation CD, your hardware, and configures the network with DHCP if there is a DHCP server in the network:
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| Detecting hardware to find CD-ROM drives

Loading module 'ide-disk' for 'Linux ATA DISK'...

Enter the hostname. For nodel. exanpl e. com enter nodel, for node2. exanpl e. com enter node2:
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[1] Configure the network |

Please enter the hostname for this system.

The hostname is a single word that identifies uour system to the
network. If you don't know what your hostname should be, consult your
network administrator. If you are setting up your own home network,
you can make something up here.

Hostname :

<Go Back> <Cont inuex

Tan> moves petween 1tems:

Enter your domain name. In this example, thisisexanpl e. com

Copyright © 2007 All Rights Reserved. HowtoForge Page 9 of 81



Xen Cluster Management With Ganeti On Debian Etch http: //mww.howtofor ge.conv

[1] Configure the network |

The domain name is the part of your Internet address to the right of
your host name. It is often something that ends in .com, .net, .edu,
or .org. If vou are setting up a home network, uyou can make
something up, but make sure you use the same domain name on all Jour
computers.

Domain name:

<Go Back:> <Cont inue>

Now we have to partition the hard drive. As stated in chapter 1, | want a 10GB / partition, a 1GB swap partition, and leave the rest unpartitioned. Select
Manual as the partitioning method:
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[11] Partition disks |

The installer can guide you through partitioning a disk (using
different standard schemes) or, if you prefer, you can do it
manually. Hith guided partitioning you will still have a chance later
to review and customise the results.

It you choose guided partitioning for an entire disk, you will next
be asked which disk should be used.

Partitioning method:

Guided - use entire disk
Guided - use entire disk and set up LVM

Guided - use entire disk and set Lli Entf‘iit ed LVM

{Go Back}

Tab> moves between items;

Sdlect the hard drive:
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[11] Partition disks |

This is an overview of your currently configured partitions and mount
points. Select a partition to modify its settings (file system, mount
point, etc.), a free space to create partitions, or a device to
initialise its partition table.

Guided partitioning
Help on partitioning

[=da) - 53.7 GB VYMuware, YMuare Virtual S

Undo changes to partitions
Finish partitioning and write changes to disk

LGo Back:

Select Yes when you are asked Create new enpty partition table on this device?:
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[11] Partition disks |
You have selected an entire device to partition. If you proceed with
creating a new partition table on the device, then all current
partitions will be removed.

Mote that you will be able to undo this operation later if you wish.

Create new empty partition table on this device?

<Go Back> <Yesy <No>

Tab:> moves between 1tTems;

Select the free space on the hard drive:
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[1!] Partition disks |

This is an overview of your currently configured partitions and mount
points. Select a partition to modify its settings (file system, mount
point, etc.), a free space to create partitions, or a device to
initialise its partition table.

Guided partitioning
Help on partitioning

- 53.7 GB VMware. VMware Virtual S

HE FREE SFPALE

Undo changes to partitions
Finish partitioning and write changes to disk

LGo Back:

fab> moves between items;

ChooseCreate a new partition;

Copyright © 2007 All Rights Reserved. HowtoForge

http: //mww.howtofor ge.conv

Page 14 of 81



Xen Cluster Management With Ganeti On Debian Etch http: //mww.howtofor ge.conv

[1!] Partition disks

How to use this free space:

Create a new partition

Huiﬁméticallg partition the free space

Show Cylinder/Head/Sector information

<Go Back:

Enter 10 GB as the partition size (or whatever size you want the/ partition to have):
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[11] Partition disks |

The maximum size you can use is 53.7 GB.

Hint: Use "20%" (or "30%'", etc.) for 20% (resp. 30%, etc.) of the
available free space for this partition. Use "max" as a shortcut for
the maximum allowed size.

Mew partition size:

<Go Back> <Cont inue>

Choose Pri mary asthe partition type:
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[11] Partition disks

Tupe for the new partition:

Frimary
Logical

<Go Back>»

Tab> moves between items;

Select Begi nni ng:
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[11] Partition disks

Please choose whether you want the new partition to be created at the
beginning or at the end of the available space.

Location for the new partition:

Beginning
End

<Go Back}

Make sure that you set the Boot abl e f1 ag toon, then select Done setting up the partition:
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[11] Partition disks |

You are editing partition #1 of SCSI1 (0,0,0) (sda). No existing file
system was detected in this partition.

Partition settings:

Use as: Ext3 journaling file sustem
Mount point: £

Mount options: defaults

Label: none

Reserved blocks: = 4

Typical usage: standard

Bootable flag: an

Done setting up the partition
Copy data from another partition
Delete the partition

<Go Back:

Tab> moves between items;

The/ partitionisnot set up. Now let's create the swap partition. Select the free space again:
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[1!] Partition disks |

This is an overview of your currently configured partitions and mount
points. Select a partition to modify its settings (file system, mount
point, etc.), a free space to create partitions, or a device to
initialise its partition table.

Guided partitioning
Help on partitioning

SCSI1 (0,0,0) (sda) - 53.7 GB VMware, VMware virtual S
#1 primar 10.0 GB B F extd !

13.7 GB REE SPACE

Undo changes to partitions
Finish partitioning and write changes to disk

{Go Back}

Tab> moves between items;

Pick Create a new partition again:
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[1!] Partition disks

How to use this free space:

Create a new partition

Huiﬁméticallg partition the free space

Show Cylinder/Head/Sector information

<Go Back:

Enter 1 GB asthe size of the partition (or whatever size you want the swap partition to have):
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[11] Partition disks

The maximum size you can use is 43.7 GB.

Hint: Use "20%" (or "30%'", etc.) for 20% (resp. 30%, etc.) of the
available free space for this partition. Use "max" as a shortcut for
the maximum allowed size.

Mew partition size:

<Go Back> <Cont inue>

Tab: moves between items;

ChoosePrimary:
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[11] Partition disks

Tupe for the new partition:

Frimary
Logical

<Go Back>»

Tab> moves between items;

Select Begi nni ng:
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[11] Partition disks

Please choose whether you want the new partition to be created at the
beginning or at the end of the available space.

Location for the new partition:

Beginning
End

<Go Back}

Then moveto the Use as: row and press ENTER:
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[11] Partition disks |

You are editing partition #2 of SCSI1 (0,0,0) (sda). No existing file
system was detected in this partition.

Partition settings:

e as:

Mount point: Ahiome
Mount options: defaults
Label: none
Reserved blocks: = 4
Typical usage: standard
Bootable flag: off

Done setting up the partition
Copy data from another partition
Delete the partition

<Go Back:

Tab> moves between items;

Select swap area:
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[11] Partition disks

How to use this partition:

Ext3 journaling file system
Ext2 file system

ReizerFS journaling file system
JFS journaling file sustem

®FS journaling file system
FAT16 file system

FAT3EZ file SiS‘tEI‘I‘I

physical volume for encryption
physical volume for LVM
phusical volume for RAID
do not use the partition

<o Back»

lan:> moves petween 1tems:

Afterwards, choose Done setting up the partition:
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[11] Partition disks |

You are editing partition #2 of SCSI1 (0,0,0) (sda). No existing file
system was detected in this partition.

Partition settings:

Use as: Swap area
Bootable flag: off

cetting up the partition
Copy data from another partition
Delete the partition

<Go Back>

Afterwards, select Fi ni sh partitioning and wite changes to di sk (make surethat you have at least 20 GB of unpartitioned disk space):
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[11] Partition disks |

This is an overview of your currently configured partitions and mount
points. Select a partition to modify its settings (file system, mount
point, etc.), a free space to create partitions, or a device to
initialise its partition table.

Guided partitioning
Help on partitioning

SCSI1 (0,0,0) {sda) - 53.7 GB YHMware, YMware Yirtual S
1 primary 10.0 GB B F ext3 £
#2 primary 1.0 GB f swap swap
pri/log 42.7 GB FREE SPACE

Undo changes to partitions

Finish partitioning and wite changes t

<Go Back:

Tab: moves between items;

Select Yes when you'reasked Wi te changes to di sks?:
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['!] Partition disks |

If you continue, the changes listed below will be written to the
disks. Otherwise, you will be able to make further changes manually.

HARNING: This will destroy all data on any partitions you have
removed as well as on the partitions that are going to be formatted.

The partition tables of the following devices are changed:
SCSI1 (0,0,0) (=sda)

The following partitions are going to be formatted:
partition #2 of SCSI1 (0,0,0) (sda) as swap

Write the changes to disks?

<Go Back>

fab> moves between items;

Afterwards, your new partitions are being created and formatted:
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| Partitions formatting |

Creating ext3 file sustem for / in partition #1 of SCSI1 (0,0,0)
(sda)...

Afterwards, give the root user a password:
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{ [!!] Set up users and passwords |

You need to set a password for 'root', the sustem administrative
account. A& malicious or ungualified user with root access can have
disastrous results, so you should take care to choose a root password
that is not easy to guess. It should not be & word found in
dictionaries, or a word that could he easily associated with you.

A good password will contain a mixture of letters, numbers and
punctuation and should be changed at regular intervals.

Mote that you will not be able to see the password as you tuype it.

Root password:

<Go Back» <Cont inue:

rab> moves between items;

Confirm that password to avoid typos:
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1 [!!] Set up users and passwords |

Please enter the same root password again to verify that you have
typed it correctlu.

Re-enter password to verify:

<Go Back> <Cont inue>

Create anormal user account, for example the user Adni ni st rat or with the user name adni ni st rat or (don't use the user name adni n asit isareserved
name on Debian Etch):
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[11] Set up users and passwords |

A user account will be created for you to use instead of the root
account for non-administrative activities.

Please enter the real name of this user. This information will be
used for instance as default origin for emails sent by this user as
well as any program which displays or uses the user's real name. Your
full name is a reasonable choice.

Full name for the new user:

<Go Back» <Cont inuex
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[11] Set up users and passwords |

Select a username for the new account. Your first name is a
reasonable choice. The username should start with a lower-case

letter, which can be followed by any combination of numbers and more
lower-case letters.

Username for your account:
administrator

<Go Back>

<Cont inue>

moves petween 1tems;
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{ [!!] Set up users and passwords |

A good password will contain a mixture of letters, numbers and
punctuation and should be changed at regular intervals.

Choose a password for the new user:

<Go Back>» <Cont inue:
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i [!!] Set up users and passwords |

Please enter the same user password again to verify you have tuped
correctly.

Re-enter password to verify:

<Go Back> <Cont inue>

moyes between items;

Now the base system is being installed:
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1 Installing the base sustem |

Extracting util-linux...

Next you must configure apt. Because you are using the Debian Etch Netinstall CD which contains only aminimal set of packages, you must use a network
mirror:
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[!] Contfigure the package manager |

A network mirror can be used to supplement the software that is
included on the CD-ROM. This may also make newer versions of software
avallable.

If you are installing from & netinst CD and you choose not to use a
mirror, you will end up with only a very minimal base sustem.

Use a network mirror?

<Go Backy <ves: SR

Select the country where the network mirror that you want to useis located (usualy thisisthe country where your Debian Etch system is located):
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Then select the mirror you want to use (e.g. f t p2. de. debi an. or g):
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Unlessyou use an HTTP proxy, leave the following field empty and hit Cont i nue:
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[!] Contfigure the package manager |

If you need to use a HTTP proxy to access the outside world, enter
the proxy information here. Otherwise, leave this blank.

The proxy information should be given in the standard form of
"http:// [ [user] [:pass] @] host [:port] /",

HTTF proxy information (blank for none):

<Go Back> cCont Lnue>

30> mOves Detween 11EmsS;

Apt is nhow updating its packages database:
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Cont iguring apt

Scanning the mirror...

Tab: moves between items;

Y ou can skip the package usage survey by selecting No:
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[!] Configuring popularity-contest |

The sustem may anonumously supply the distribution developers with
statistics about the most used packages on this system. This
informat ion influences decisions such as which packages should go on
the first distribution CD.

If you choose to participate, the automatic submission script will
run once every week, sending statistics to the distribution
developers. The collected statistics can be viewed on
http:s/popcon.deblian.orgs.

This choice can be later modified by running “dpkg-reconfigure
popularity-contest".

Particlpate in the package usage survey?

<Yes> <No>

Tab> moves between items;

We want aminimal system, therefore we just select St andard syst emand hit Cont i nue:
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[1] Software selection |

At the moment, only the core of the system is installed. To tune the
system to your needs, vou can choose to install one or more of the
following predefined collections of software.

Choose software to install:

cCont inue

Tab: moves between items;

The required packages are being installed on the system:
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| Select and install software |

Preparing to configure libeventl

Whenyoureasked I nstal | the GRUB boot |oader to the master boot record, select Yes:
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[!] Install the GRUE boot loader on a hard disk |

It seems that this new installation is the only operating system on
this computer. If so, it should be safe to install the GRUB boot
loader to the master boot record of uour first hard drive.

Harning: If the installer failed to detect another operating system
that is present on your computer, modifying the master boot record
will make that operating sustem temporarily unbootable, though GRUB
can be manually configured later to boot it.

Install the GRUB boot loader to the master boot record?
<Go Back> <ves)| <No>

Tab> moves between items;

The base system installation is now finished. Remove the Debian Etch Netinstall CD from the CD drive and hit Cont i nue to reboot the system:
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[!!] Finish the installation |
Installation complete
Installation is complete, so it is time 1o boot into your new system.

Make sure to remove the installation media (CD-ROM, floppies), so

that you boot into the new system rather than restarting the

installation.
Cont lnue:

<Go Back>

laD> mOvVes Detween 11TEms;

On to the next step...
3 Preparing The Physical Nodes

Copyright © 2007 All Rights Reserved. HowtoForge Page 47 of 81



Xen Cluster Management With Ganeti On Debian Etch http: //mww.howtofor ge.com/

nodel/node2:

First we update the packages database:

apt - get update

Then weinstall OpenSSH and a full-featured vi mtext editor (unless you prefer another text editor such as nano):

apt-get install ssh openssh-server vimfull

nodel:

Because the Debian Etch installer has configured our system to get its network settings via DHCP, we have to change that now because a server should
have astatic |P address. Edit / et c/ net wor k/ i nt er f aces and adjust it to your needs (please note that | replace al | ow- hot pl ug et hO withaut o et ho;
otherwise restarting the network doesn't work, and we'd have to reboot the whole system):

vi /etc/network/interfaces
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Then restart your network:

/etc/init.d/ networking restart

Then edit/ et ¢/ host s. Make it look like this;

vi /etc/hosts

Next we must make sure that the commands

host nane
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and

host nane -f

print out the full hostname (nodel. exanpl e. com). If you get something different (e.g. just node1), do this:

echo nodel. exanpl e. com > / et ¢/ host nanme

/etc/init.d/ hostnane.sh start

Afterwards, the host name commands should show the full hostname.

node2:

Now we do the same again on node2. exanpl e. cont

vi /etc/network/interfaces
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/etc/init.d/ networking restart

vi /etc/hosts

echo node2. exanpl e. com > / et ¢/ host nanme

/etc/init.d/ hostnane.sh start

nodel/node2:
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Edit/ et c/ apt/ sources. | i st. Comment out the CD. It should look like this:

vi /etc/apt/sources.|list

Then run

apt - get update

to update the apt packages database and

apt - get upgr ade

toinstall the latest updates (if there are any). Afterwards, install the bui | d- essenti al package:

apt-get install build-essential
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4 Installing Xen

http: //mww.howtofor ge.com/

nodel/node2:

Next we install Xen on both physical nodes:

apt-get install xen-linux-system2.6.18-5-xen-686 |ibc6-xen

Then we edit/ et c/ xen/ xend- conf i g. sxp and modify the dond- ni n- mnemline so that it looks like this:

vi /etc/xen/xend-config.sxp

Next open/ boot / gr ub/ nenu. | st and find the# xenhopt = and# xenkopt = lines and modify them as follows (don't remove the # at the beginning!):

vi /boot/grub/nenu. | st
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(Remember what | said about memory in chapter 1. If you have enough RAM, you should probably use 256Mor 512Mhere, at least on production systems.)

Afterwards, update the GRUB boot |oader:

updat e- gr ub

and reboot both physical nodes:

shutdown -r now

At the boot prompt, select the new Xen kernel and boot from it.
After the nodes have come up, do this:

cd /boot

I'n -s vnlinuz-"uname -r* vnlinuz-2.6-xenU

In -s initrd.ing-"unane -r° initrd-2.6-xenU

5Installing DRBD

nodel/node2:
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Next weinstall DRBD:

apt-get install drbdO.7-nodul e-source drbdO. 7-utils

Now we must compile and enable the DRBD kernel module:

m a update
ma a-i drbd0.7

echo drbd mi nor_count =64 >> /etc/ nodul es

nodpr obe drbd mi nor_count =64

6 InstallingLVM And A Few Other Needed Packages

nodel/node2:

Now weinstall LVM and some other needed packages.

apt-get install |vn2 ssh bridge-utils iproute iputils-arping fping python2.4 python-tw sted-core python-pyopenssl openssl ndadm

Y ou will see this question:

MD arrays needed for the root filesystem <--all

7 Reconfiguring The Network For Ganeti
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Ganeti relies on Xen running in bridge mode, using a bridge called xen- br 0 on domO. Therefore we have to reconfigure the network on our physical nodes
(dom0):

nodel:

Edit/ et c/ net wor k/ i nt er f aces and replace the et h0 stanza with a stanza for xen- br 0 so that it looks like this:

vi /etc/network/interfaces

Copyright © 2007 All Rights Reserved. HowtoForge Page 56 of 81



Xen Cluster Management With Ganeti On Debian Etch

Then take down et h0 and bring up xen- br 0:

i fdown et hO

ifup xen-brO

Afterwards, check that your new bridge is working:

ip a show xen-br0

nodel: ~# ip a show xen-br0
4: xen-br0: <BROADCAST, MULTI CAST, UP, 10000> ntu 1500 qdi sc noqueue
link/ether 00:0c:29:d6:bl:55 brd ff:ff:ff:ff:ff:ff
inet 192.168.0.100/24 brd 192.168. 0. 255 scope gl obal xen-br0
inet6 feB80::20c: 29ff: fed6: b155/ 64 scope |ink
valid_|ft forever preferred_|ft forever
nodel: ~#

brctl show xen-br0

nodel: ~# brctl show xen-brO

bri dge nane bridge id STP enabl ed i nterfaces
xen-br0 8000. 000c29d6b155 no et hO
nodel: ~#

ifconfig

nodel: ~# ifconfig
et hO Li nk encap: Et hernet HWaddr 00: 0C: 29: D6: B1: 55
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inet6 addr: fe80::20c:29ff:fed6: bl55/ 64 Scope: Link

UP BROADCAST RUNNI NG MULTI CAST MIU: 1500 Metric:1

RX packets: 26917 errors: 7 dropped: 1408 overruns: 0 franme: 0
TX packets: 1571 errors: 0 dropped: 0 overruns:0 carrier:0
col l'i sions: 0 txqueuel en: 1000

RX byt es: 22665198 (21.6 M B) TX bytes: 178098 (173.9 Ki B)
Interrupt: 17 Base address: 0x1400

l o Li nk encap: Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
inet6 addr: ::1/128 Scope: Host
UP LOOPBACK RUNNI NG MrU: 16436 Metric:1
RX packets:8 errors: 0 dropped: 0 overruns: 0 franme: 0
TX packets: 8 errors: 0 dropped: 0 overruns:0 carrier:0
col lisions:0 txqueuel en: 0
RX byt es: 560 (560.0 b) TX bytes:560 (560.0 b)

xen-br0 Li nk encap: Et hernet Hwaddr 00: OC: 29: D6: B1: 55
i net addr:192.168.0.100 Bcast:192.168.0.255 Mask: 255.255.255.0
inet6 addr: fe80::20c:29ff:fed6: bl155/ 64 Scope: Link
UP BROADCAST RUNNI NG MULTI CAST MIU: 1500 Metric:1
RX packets: 101 errors: 0 dropped: 0 overruns:0 frane: 0
TX packets: 96 errors: 0 dropped: 0 overruns:0 carrier:0
col lisions: 0 txqueuel en: 0
RX bytes: 6727 (6.5 KiB) TX bytes: 10936 (10.6 KiB)

nodel: ~#
node2:

Now do the same on node2. exanpl e. com

vi /etc/network/interfaces
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i f down et hO

i fup xen-br0

ip a show xen-br0
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node2: ~# ip a show xen-brO
4: xen-br0: <BROADCAST, MULTI CAST, UP, 10000> ntu 1500 qdi sc noqueue
link/ether 00:0c:29:d0:19:53 brd ff:ff:ff:ff:ff:.ff
inet 192.168.0.101/24 brd 192.168.0.255 scope gl obal xen-br0
inet6 feB80::20c: 29ff: fed0: 1953/ 64 scope |ink
valid Ift forever preferred |ft forever
node2: ~#

brctl show xen-br0

node2: ~# brctl show xen-brO

bri dge name bridge id STP enabl ed i nterfaces
xen-br0 8000. 000¢29d01953 no et hO
node2: ~#

ifconfig

node2: ~# ifconfig

et hO Li nk encap: Et hernet Hwaddr 00: OC: 29: DO: 19: 53
inet6 addr: fe80::20c:29ff:fed0: 1953/ 64 Scope: Li nk
UP BROADCAST RUNNI NG MULTI CAST MrU: 1500 Metric:1
RX packets: 9469 errors: 8 dropped: 3521 overruns: 0 frane: 0
TX packets: 1655 errors: 0 dropped: 0 overruns:0 carrier:0
col l'i sions: 0 txqueuel en: 1000
RX byt es: 8597242 (8.1 MB) TX bytes: 183126 (178.8 Ki B)
Interrupt: 16 Base address: 0x1400

o Li nk encap: Local Loopback
inet addr:127.0.0.1 Mask:255.0.0.0
inet6 addr: ::1/128 Scope: Host
UP LOOPBACK RUNNI NG MrU: 16436 Metric:1
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RX packets:8 errors: 0 dropped: 0 overruns: 0 frane: 0
TX packets: 8 errors: 0 dropped: 0 overruns:0 carrier:0
col l'i sions: 0 txqueuel en: 0

RX byt es: 560 (560.0 b) TX bytes:560 (560.0 b)

xen-br0 Li nk encap: Et hernet HWaddr 00: 0C:. 29: DO: 19: 53

i net addr:192.168.0.101 Bcast:192.168.0.255 Mask: 255.255.255.0

inet6 addr: fe80::20c:29ff:fed0: 1953/ 64 Scope: Li nk

UP BROADCAST RUNNI NG MULTI CAST MTU: 1500 Metric:1

RX packets: 18 errors: 0 dropped: 0 overruns:0 frane: 0
TX packets: 24 errors:0 dropped: 0 overruns:0 carrier:0
col lisions: 0 txqueuel en: 0

RX bytes: 1070 (1.0 KiB) TX bytes: 2832 (2.7 KiB)

node2: ~#
8 Setting Up LVM On The Free HDD Space
nodel/node2:

Let's find out about our hard drive:

fdisk -1

nodel: ~# fdisk -

Di sk /dev/sda: 53.6 GB, 53687091200 bytes

255 heads, 63 sectors/track, 6527 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Devi ce Boot Start End Bl ocks Id System
/ dev/ sdal * 1 1216 9767488+ 83 Li nux
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/ dev/ sda2 1217 1338 979965 82 Linux swap / Solaris
nodel: ~#

We will now create the partition / dev/ sda3 (on both physical nodes) using the rest of the hard drive and prepare it for LVM:

fdi sk /dev/sda

nodel: ~# fdi sk /dev/sda

The nunber of cylinders for this disk is set to 6527.
There is nothing wong with that, but this is |arger than 1024,
and could in certain setups cause problens with

1) software that runs at boot time (e.g., old versions of LILO
2) booting and partitioning software from ot her CSs

(e.g., DOS FDI SK, OS/2 FDI SK)

Command (m for help): <--m

Comand action

toggl e a bootable flag

edit bsd di skl abe

toggl e the dos conpatibility flag
delete a partition

list known partition types

print this nmenu

add a new partition

create a new enpty DCS partition table
print the partition table

quit wthout saving changes
create a new enpty Sun di skl abe
change a partition's systemid
change display/entry units

verify the partition table

<C""U)_Q'0033_Q_OUSJJ
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w wite table to disk and exit
X extra functionality (experts only)

Command (m for help): <--n
Command action
e ext ended
p primary partition (1-4)
<;Q
Partition number (1-4): <--3
First cylinder (1339-6527, default 1339): <-- ENTER
Usi ng default val ue 1339
Last cylinder or +size or +sizeMor +sizeK (1339-6527, default 6527): <-- ENTER
Usi ng default val ue 6527

Conmand (m for help): <-t
Partition nunber (1-4): <--3
Hex code (type L to list codes): <--L

0 Enpty le Hidden W5 FAT1 80 dd Mnix be Solaris boot

1 FAT12 24 NEC DOSs 81 Mnix / old Lin bf Solaris

2 XEN X root 39 Plan 9 82 Linux swap / So cl DRDOS/sec (FAT-
3 XENI X usr 3c PartitionMagic 83 Linux c4 DRDOCS/ sec (FAT-
4 FAT16 <32M 40 Veni x 80286 84 OS/2 hidden C. c¢6 DRDOS/ sec (FAT-
5 Extended 41 PPC PReP Boot 85 Linux extended c7 Syrinx

6 FAT16 42 SFS 86 NTFS volunme set da Non-FS data

7 HPFS/ NTFS 4d  QNX4. x 87 NTFS volunme set db CP/M/ CTCS /

8 AX 4e Q\X4.x 2nd part 88 Linux plaintext de Dell Wility

9 Al X bootable 4f Q\WX4.x 3rd part 8e Linux LVM df Bootlt

a OS/2 Boot Manag 50 OnTrack DM 93 Anpeba el DOS access

b W5 FAT32 51 OnTrack DM6 Aux 94 Anpeba BBT e3 DOS RO

c VO5 FAT32 (LBA) 52 CP/'M 9f BSD/ICS e4 SpeedStor

e VO5 FAT16 (LBA) 53 OnTrack DM6 Aux a0 |BM Thinkpad hi eb BeCS fs

f V5 Ext'd (LBA) 54 OnTrackD\Vb a5 FreeBSD ee EFI GPT
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10
11
12
14
16
17
18
1b
1c

oPUS

H dden FAT12
Conpaq di agnost
H dden FAT16 <3
H dden FAT16

H dden HPFS/ NTF
AST Smart Sl eep
H dden W5 FAT3
H dden W5 FAT3

Hex code (type L to
Changed system type

Conmand (m for

55 EZ-Drive

56 ol den Bow

5¢  Priam Edi sk

61 SpeedStor

63 GNU HURD or Sys
64 Novell Netware
65 Novell Netware
70 DiskSecure Mult
75 PO IX

list codes): <--8e

a6
a7
a8
a9
ab
b7
b8
bb

OpenBSD
NeXTSTEP

Darwi n UFS

Net BSD

Darwi n boot

BSDI fs

BSDI swap

Boot W zard hid

of partition 3 to 8e (Linux LVM

hel p): <-w

The partition table has been altered!

Calling ioctl() to re-read partition table.

WARNI NG Re-reading the partition table failed with error

The kernel still uses the old table.
The new table wll
Synci ng di sks.
nodel: ~#

be used at the next

Now let's take alook at our hard drive again:

fdisk -1

nodel: ~# fdisk -

Di sk /dev/sda: 53.6 GB, 53687091200 bytes

255 heads,

63 sectors/track, 6527 cylinders

reboot .

Units = cylinders of 16065 * 512 = 8225280 bytes
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ff
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EFI (FAT-12/16/
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DOS secondary
Linux raid auto
LANst ep

BBT
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Devi ce Boot Start
/ dev/ sdal * 1
/ dev/ sda2 1217
/ dev/ sda3 1339
nodel: ~#

Looks good. Now we must reboot both physical nodes so that the kernel can read in the new partition table:

shut down -r now

End
1216
1338
6527

Bl ocks
9767488+
979965
41680642+

Id
83
82
8e

System

Li nux

Li nux swap / Sol aris
Li nux LVM

After the reboot, we prepare / dev/ sda3 for LVM on both nodes and add it to the volume group xenvg:

pvcreate /dev/sda3

vgcreate xenvg /dev/ sda3

http: //mww.howtofor ge.conv

It is recommended to configure LVM not to scan the DRBD devices. Thereforewe open/etc/1vni | vm conf and replacethefilter lineasfollows:

vi /etc/lvn|vm conf

[-]
filter = [ "rl/dev/cdrom[", "r|/dev/drbd[0-9] +|" ]

(-]

9 Installing Ganeti

nodel/node2:
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First, install docbook-utils:

apt-get install dochbook-utils

Then download and install Ganeti as follows:
cd /tnp
wget http://ganeti.googl ecode. com fil es/ganeti-1.2bl.tar.gz
tar xvzf ganeti-1.2bl.tar.gz
cd ganeti-1.2bl
./configure --Ilocal statedir=/var
nmake
make install

nmkdir /srv/ganeti/ /srv/ganeti/os /srv/ganeti/export

Copy the Ganeti init scriptto/etc/init.d...

cp docs/ exanpl es/ganeti.initd /etc/init.d/ganeti

... and tell both nodes to start Ganeti at boot time;

update-rc.d ganeti defaults 20 80
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10 Installing The Ganeti Scripts For Debian Etch Instances

nodel/node2:

Next we install the scripts that Ganeti needs to install Debian Etch in avirtual machine (or i nst ance):
cd /srv/ganeti/os
wget http://ganeti.googl ecode. com files/instance-debi an-etch-0.1.tar
tar xvf instance-debian-etch-0.1.tar

nmv i nstance-debi an-etch-0.1 debi an-etch

We also need the deboot st r ap package:

apt-get install debootstrap

11 Initializing The Cluster

nodel:

Now we can initialize our cluster (this hasto be done only once per cluster). Our clusternameiscl ust er 1. exanpl e. com and | want nodel. exanpl e. com
to be the master, therefore we run the following command on nodel. exanpl e. com

gnt-cluster init clusterl. exanpl e.com

12 Adding node2.example.com To The Cluster

nodel:
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Now that nodel isthe master, we run all commands for managing the cluster on nodel. In order to add node2. exanpl e. comto the cluster, we run:

gnt - node add node2. exanpl e. com

Thiswill look like this:

nodel:/srv/ ganeti/os# gnt-node add node2. exanpl e. com

The authenticity of host 'node2. exanple.com (192.168.0.101)' can't be established.

RSA key fingerprint is 1c:83:24:cc:05: ab: 9a: d6: 51: ba: 4d: 31: 42: 1f: Oa: 6f.
Are you sure you want to continue connecting (yes/no)? <--yes

r oot @ode?2. exanpl e. conl s password:

nodel:/srv/ganeti/ os#

Now let's check if our cluster really consists out of nodel and node2:

gnt-node |i st

Y ou should get something like this:

nodel: /srv/ ganeti/os# gnt-node |i st

Node DTotal DFree Mrotal MNode M-ree Pinst Sinst
nodel. exanpl e.com 40700 40700 203 64 124 0 0
node2. exanpl e.com 40700 40700 203 64 124 0 0

nodel:/srv/ganeti/ os#

13 Setting Up An Instance

nodel:

Now let's create our first virtual machine (called ani nst ance in Ganeti speak), i nst 1. exanpl e. com | want to use DRBD for it (remote RAID1), | want
node2 to be the primary node, and | want the instance to have a5 GB hard drive, 256 MB swap and 64 MB RAM. Again, we run the command on the
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cluster master, nodel. exanpl e. cont

gnt-instance add -t renote_raidl -n node2.exanple.com --secondary-node nodel.exanple.com -o debian-etch -s 5g --swap-size 256 -m 64

i nst 1. exanpl e. com

This can take some time. Thisis how the output 0oks:

nodel: ~# gnt-instance add -t renbte_raidl -n node2. exanpl e. com - -secondary- node nodel. exanpl e.com -0 debi an-etch -s 5g
--swap-si ze 256 -m 64 instl. exanpl e.com
* creating instance disks..
addi ng i nstance instl.exanple.comto cluster config
Waiting for instance instl.exanmple.comto sync disks.
- device sda: 18.90% done, 2661 estimated seconds remai ning
- device sda: 22.10% done, 1278 estimated seconds remai ni ng
- device sda: 26.40% done, 1611 estimated seconds remai ni ng
- device sda: 30.70% done, 1301 estimated seconds remai ni ng
- device sda: 34.70% done, 1524 estimated seconds remai ni ng
- device sda: 38.80% done, 894 estinmated seconds renaining
- device sda: 43.30% done, 1753 estimated seconds remai ni ng
- device sda: 48.40% done, 1195 estimated seconds remai ni ng
- device sda: 52.70% done, 1213 estimated seconds remai ni ng
- device sda: 57.70% done, 1011 estinmated seconds renmi ning
- device sda: 61.10% done, 730 estimated seconds renaini ng
- device sda: 64.60% done, 698 estimated seconds renaini ng
- device sda: 69.40% done, 595 estimated seconds renaini ng
- device sda: 73.80% done, 430 estimated seconds renaini ng
- device sda: 78.30% done, 438 estimated seconds renaini ng
- device sda: 82.00% done, 169 estimted seconds renai ni ng
- device sda: 85.80% done, 298 estimated seconds remnaini ng
- device sda: 91.20% done, 146 estimated seconds renaini ng
- device sda: 95.50% done, 85 estimated seconds remai ning
- device sda: 99.20% done, 18 estinated seconds renaining
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I nstance instl.exanple.coms disks are in sync.
creating os for instance instl.exanple.comon node node2. exanpl e.com
* running the instance OS create scripts...
* starting instance...
nodel: ~#
Ganeti has created a complete virtual machine (using Debian Etch) which you can now use.
14 Configuring The Instance
nodel:

Togettoi nst 1. exanpl e. coms command line, run

gnt-instance consol e instl. exanpl e.com

on nodel.

instl.example.com:

Now you canlogintoi nst 1. exanpl e. com The usernameisr oot along with no password. Therefore the first thing we do after the login is create a
password for r oot :

passwd

Next we must add a stanzafor et h0 to/ et c/ net wor k/ i nt er f aces. Right now, i nst 1. exanpl e. comhas no network connectivity because only | o (the
loopback interface) is up.

As| said in chapter 1, | want i nst 1. exanpl e. comto have the |P address 192. 168. 0. 105:

vi /etc/network/interfaces
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Restart the network afterwards:

/etc/init.d/ networking restart

Run

apt - get update

to update the packages database on i nst 1, and then install OpenSSH and a full-featured vi m

apt-get install ssh openssh-server vimfull

Now you can connect to i nst 1. exanpl e. comusing an SSH client such as PUTTY on the IP address 192. 168. 0. 105.

Toleavei nst 1's console and get back to nodel, type CTRL+] if you are at the console, or CTRL+5 if you'reusing PUTTY (thisisthe same asif you were
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using Xen's xmcommands instead of Ganeti).

15 Further Ganeti Commands
To learn more about what you can do with Ganeti, take alook at the following man pages:

man gnt-instance

man gnt-cl uster

man gnt - node

man gnt - 0s

man gnt - backup

man 7 ganeti

man 7 ganeti-os-interface

and also at the Ganeti administrator's guide that comes with the Ganeti package (in/ docs/ adni n. ht i ). The Ganeti installation tutorial also has some
hints.

The most interesting commands should be these:

Start an instance;

Copyright © 2007 All Rights Reserved. HowtoForge Page 72 of 81


http://ganeti.googlecode.com/files/install-1.2b1.html

Xen Cluster Management With Ganeti On Debian Etch

gnt-instance startup instl.exanple.com

Stop an instance:

gnt -i nstance shut down inst1. exanpl e.com

Go to an instance's console;

gnt -i nstance consol e inst1. exanpl e.com

Failover an instance to its secondary node:

gnt-instance failover instl.exanple.com

Delete an instance:

gnt -i nstance renove inst1. exanpl e.com

Get alist of instances:
gnt-instance |ist
nodel: ~# gnt-instance |i st
I nst ance oS Pri mary_node Aut ost art

i nst 1. exanpl e. com debi an- et ch node2. exanpl e. com yes
nodel: ~#
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Get more details about instances:

gnt -i nstance info

nodel: ~# gnt-instance info
I nstance nane: instl. exanple.com
State: configured to be up, actual state is up
Nodes:
- primary: node2. exanpl e. com
- secondaries: nodel. exanpl e. com
Operating system debian-etch
Har dwar e:
- nmenory: 64M B
- NIGCs: {MAC: aa:00:00:ac:67:3a, |IP: None, bridge: xen-br0}
Bl ock devi ces:
- sda, type: nd_raidl, physical _id: a8984725:92a66329: e9453b29: 5f 438b80
primary: /dev/nmd0 (9:0) in sync, status ok
- type: drbd, logical _id: ('node2.exanple.com, 'nodel.exanple.con, 11000)

primary: /dev/drbd0 (147:0) in sync, status ok

secondary: /dev/drbd0 (147:0) in sync, status ok

- type: lvm logical _id: ('xenvg', '577164fd-b0cb-4043-9d57-aa59f41fddf 1. sda_data')
primary: / dev/ xenvg/ 577164f d- bOcb- 4043-9d57- aa59f 41f ddf 1. sda_data (253: 0)
secondary: /dev/xenvg/577164f d-b0Ocb-4043-9d57-aa59f 41f ddf 1. sda_data (253: 0)

- type: lvm logical _id: ('xenvg', '22071c7b-37e7-4aal-beda-74021599cla7. sda_neta')
primary: / dev/ xenvg/ 22071c7b- 37e7- 4aal- beda- 74021599cla7. sda_neta (253:1)
secondary: /dev/xenvg/ 22071c7b-37e7-4aal-beda-74021599cla7. sda_neta (253:1)

- sdb, type: nd_raidl, physical _id: 1e974569: 29f a6cab: e9453b29: 5f 438b80
primary: /dev/mdl (9:1) in sync, status ok
- type: drbd, logical _id: ('node2.exanple.com, 'nodel.exanple.conm, 11001)

primary: /dev/drbdl (147:1) in sync, status ok

secondary: /dev/drbdl (147:1) in sync, status ok

- type: Ilvm logical _id: ('xenvg', 'd89067b9-cae6-4b15-ba3b-76f17f70553e. sdb_data')
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primary: / dev/ xenvg/ d89067hb9- cae6- 4b15- ba3b- 76f 17f 70553e. sdb_data (253: 2)
secondary: /dev/xenvg/ d89067h9-cae6-4bl5- ba3b- 76f 17f 70553e. sdb_data (253: 2)

- type: lvm logical _id: ('xenvg', 'cl7a8468-b3f5-4aa3-8644-0a2c890d68be. sdb _neta')
primary: / dev/ xenvg/ c17a8468- b3f 5- 4aa3- 8644- 0a2c890d68be. sdb_neta (253: 3)
secondary: /dev/xenvg/ cl1l7a8468-b3f5-4aa3-8644-0a2c890d68be. sdb_neta (253: 3)

nodel: ~#

Get info about a cluster:

gnt-cluster info

nodel: ~# gnt-cluster info
Cl uster nanme: nodel. exanpl e. com
Mast er node: nodel. exanpl e. com
Architecture (this node): 32bit (i686)
nodel: ~#

Check if everything is alright with the cluster:

gnt-cluster verify

nodel: ~# gnt-cluster verify

* Verifying global settings

* Gathering data (2 nodes)

* Verifying node nodel. exanpl e. com

* Verifying node node2. exanpl e. com

* Verifying instance instl. exanple.com

* Verifying orphan vol unes

* Verifying remaining instances
nodel: ~#
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Find out who's the cluster master:

gnt-cl uster getmaster

Failover the master if the master has gone down (fails over the master to the node on which this command is run):

gnt-cluster masterfail over

Find out about instance volumes on the cluster nodes:

gnt - node vol unes

nodel: ~# gnt-node vol unes

Node PhysDev VG Nane Si ze I nstance

nodel. exanpl e. com / dev/ sda3 xenvg 22071c7b- 37e7- 4aal- beda- 74021599cla7. sda_neta 128 inst1. exanpl e.com
nodel. exanpl e. com / dev/ sda3 xenvg 577164f d- bOch- 4043- 9d57- aa59f 41f ddf 1. sda_data 10240 i nst 1. exanpl e. com
nodel. exanpl e. com / dev/ sda3 xenvg c17a8468- b3f 5- 4aa3- 8644- 0a2¢c890d68be. sdb_net a 128 inst 1. exanpl e. com
nodel. exanpl e. com / dev/ sda3 xenvg d89067hb9- cae6- 4b15-ba3b- 76f 17f 70553e. sdb_data 4096 i nst 1. exanpl e. com
node2. exanpl e. com / dev/ sda3 xenvg 22071c7b- 37e7- 4aal- beda- 74021599cla7. sda_neta 128 inst1. exanpl e.com
node2. exanpl e. com / dev/ sda3 xenvg 577164f d- bOcb- 4043-9d57- aa59f 41f ddf 1. sda_data 10240 i nst 1. exanpl e. com
node2. exanpl e. com / dev/ sda3 xenvg c17a8468- b3f 5- 4aa3- 8644- 0a2c890d68be. sdb_net a 128 inst 1. exanpl e. com
node2. exanpl e. com / dev/ sda3 xenvg d89067h9- cae6-4b15-ba3b- 76f 17f 70553e. sdb_data 4096 i nst 1. exanpl e. com
nodel: ~#

Removing a node from a cluster:

gnt - node renove node2. exanpl e. com

Find out about the operating systems supported by the cluster (currently only Debian Etch):
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gnt-os |ist

16 A Failover Example

Now let's assume you want to take down node2. exanpl e. comdue to maintenance, but you want i nst 1. exanpl e. comto not go down.
First, let's find out about our instances:
nodel:

gnt-instance |ist

Asyou see, node2 isthe primary node:

nodel: ~# gnt-instance |i st

I nst ance cs Primary_node Autostart Status Menory
i nst 1. exanpl e. com debi an- et ch node2. exanpl e. com yes runni ng 64
nodel: ~#

To failover i nst 1. exanpl e. comto nodel, we run the following command (again on nodel):

gnt-i nstance fail over instl.exanple.com

Afterwards, we run

gnt-instance |ist

again. nodel should now be the primary node:
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nodel: ~# gnt-instance |i st

I nst ance cs Primary_node Autostart Status Menory
i nst 1. exanpl e. com debi an- et ch nodel. exanpl e. com yes runni ng 64
nodel: ~#

Now you can take down node2:
node2:

shut down -h now

After node2 has gone down, you can try to connect to i nst 1. exanpl e. com- it should still be running.

Now after the maintenance on node2 is finished and we have booted it again, we'd like to make it the primary node again.
Therefore we try afailover on nodel again:

nodel:

gnt-i nstance failover instl.exanple.com

Thistime we get this:

nodel: ~# gnt-instance failover instl.exanple.com

Fail over will happen to imge instl.exanple.com This requires a
shut down of the instance. Continue?
ylin]: ==y

* checki ng di sk consi stency between source and target
Can't get any data from node node2. exanpl e. com
Fai |l ure: conmand execution error
Di sk sda is degraded on target node, aborting fail over.

Copyright © 2007 All Rights Reserved. HowtoForge Page 78 of 81



Xen Cluster Management With Ganeti On Debian Etch

nodel: ~#
The failover doesn't work becausei nst 1. exanpl e. conis hard drive on node2 is degraded (i.e., not in sync).

To fix this, we can replacei nst 1. exanpl e. coms disks on node2 by mirroring the disks from the current primary node, nodel, to node2:

nodel:

gnt-instance repl ace-di sks -n node2. exanpl e. com i nst 1. exanpl e. com

During this process (which can take sometime) i nst 1. exanpl e. comcan stay up.

nodel: ~# gnt-instance repl ace-di sks -n node2. exanpl e.com i nst 1. exanpl e. com

Waiting for
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devi
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ce
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sda:
sda:
sda:
sda:
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sda:
sda:
sda:
sda:
sda:
sda:

0. 47% done,
22.51% done,
0. 68% done,
70. 50% done
. 87% done,
. 98% done,
. 10% done,
. 22% done,
. 32% done,
. 53% done,
. 71% done,
. 84% done,
. 43% done,
. 56% done,
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13. 49% done,
15. 57% done,
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i nstance instl. exanple.comto sync disks.

474386 estimated seconds renai
593 estimated seconds renmnai ni
157798 estimated seconds rema
242 estimted seconds renain
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120064
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- device sda: 97.10% done, 147 estinmated seconds renaining
- device sda: 99.38% done, 30 estinated seconds renaining
I nstance instl. exanple.com s disks are in sync.

nodel: ~#

Afterwards, we can failover i nst 1. exanpl e. comto node2;

gnt-instance fail over instl.exanple.com

node2 should now be the primary again:

gnt-instance |i st

nodel: ~# gnt-instance |i st

I nst ance cs Primary_node Autostart Status Menory
i nst 1. exanpl e. com debi an- et ch node2. exanpl e. com yes runni ng 64
nodel: ~#

17 Links

- Ganeti: http://code.google.com/p/ganeti
- Xen: http://xen.xensour ce.com

- DRBD: http://www.drbd.org

- LVM: http://sour cewar e.or g/lvm2

- Debian: http://www.debian.org
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