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This tutorial describes how to rescue datafrom a single hard disk that was part of aLVM2 RAID1 setup like it is created by e.g the Fedora Core installer.
Why isit so problematic to recover the data? Every single hard disk that formerly was a part of aLVM RAID1 setup contains all data that was stored in the
RAID, but the hard disk cannot simply be mounted. First, a RAID setup must be configured for the partition(s) and then LVM must be set up to use this
(these) RAID partition(s) before you will be able to mount it. | will use the Knoppix Linux LiveCD to do the data recovery. Prer equi sites

| used a Knoppix 5.1 LiveCD for this tutorial. Download the CD 1SO image from her e and burn it on CD, then connect the hard disk which contains the
RAID partition(s) to the IDE / ATA controller of your mainboard, put the Knoppix CD in your CD drive and boot from the CD.

The hard disk | used isan IDE drive that is attached to the first IDE controller (hda). In my case, the hard disk contained only one partition. Restor i ng
The Raid

After Knoppix has booted, open a shell and execute the command:

sudo su

to become the root user.
As| don't have the mdadm conf file from the original configuration, | create it with this command:

nmdadm - - exam ne --scan /dev/hdal >> /etc/ndadm ndadm conf
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The result should be similar to this one:
DEVI CE partitions
CREATE owner =r oot group=di sk node=0660 aut o=yes net adat a=1
MAI LADDR r oot
ARRAY /dev/ nd0 | evel =rai d1 num devi ces=2 UUl D=a28090aa: 6893be8hb: c4024df c: 29cdb07a
Edit the file and add devi ces=/ dev/ hdal, mi ssi ng at the end of the line that describes the RAID array.

vi [ etc/ndadm ndadm conf

Finally thefile looks like this:
DEVI CE partitions
CREATE owner =r oot group=di sk node=0660 aut o=yes net adat a=1
MAI LADDR r oot
ARRAY /dev/ ndO | evel =rai d1 num devi ces=2 UUl D=a28090aa: 6893be8b: c4024df c: 29cdb07a devi ces=/ dev/ hdal, ni ssi ng
The string / dev/ hdal is the hardware device and ni ssi ng means that the second disk in this RAID array is not present at the moment.

Edit thefile/ et c/ def aul t / ndadm

vi /etc/defaul t/ndadm

and change the line:
AUTCSTART=f al se
to:

AUTCSTART=t r ue
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Now we can start our RAID setup:

/etc/init.d/ ndadm start

/etc/init.d/ ndadmraid start

To check if our RAID deviceis ok, run the command:

cat /proc/ndst at

The output should look like this:
Personalities : [linear] [nultipath] [raidO] [raidl] [raid6] [raid5] [raid4] [ra
i d10]
nd0 : active raidl hdal[1]
293049600 bl ocks [2/1] [_UY

unused devi ces: <none> Recovering The LVM Setup

The LVM configuration file cannot be created by an easy command like the ndadm conf , but LVM stores one or more copy(s) of the configuration file
content at the beginning of the partition. | use the command dd to extract the first part of the partition and write it to atext file:

dd i f=/dev/ml0 bs=512 count =255 ski p=1 of =/t np/ nd0. t xt

Open the file with atext editor:

vi /tnp/ ndo. txt

Y ou will find some binary data first and then a configuration file part like this:
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Create thefile/ et c/ | v backup/ Vol Gr oup00:

vi /etc/|vm backup/ Vol G oup00

and insert the configuration data so the file looks similar to the above example.
Now we can start LVM:

/etc/init.d/lvmstart

Read in the volume:
vgscan

Readi ng all physical volumes. This nay take a while...
Found vol ume group "Vol G oup00" using netadata type |vnR

pvscan
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PV /dev/md0 VG Vol G- oup00 lvnR [279,47 GB/ 32,00 MB free]
Total: 1 [279,47 GB] / in use: 1 [279,47 GB] / inno VG 0O [0

and activate the volume:

vgchange Vol G oup00 -a y

1 logical volune(s) in volunme group "Vol Goup00" now active

Now we are able to mount the partition to/ mt/ dat a:

nkdir /mt/data

nmount /dev/ Vol G oup00/ LogVol 00 / mt / dat a/

http: //mww.howtofor ge.conv

If you recover data from a hard disk with filenamesin UTF-8 format, it might be necessary to convert them to your current non-UTF-8 locale. In my case,
the RAID hard disk is from a Fedora Core system with UTF-8 encoded filenames. My target locale is 1SO-8859-1. In this case, the Perl script convmv helps

to convert the filenames to the target locale. | nstallation Of convmv

cd /tnp

wget http://j3e.de/linux/conviv/conviv-1.10.tar. gz
tar xvfz convnv-1.10.tar.gz

cd convnv-1.10

cp convimv /usr/bin/convnv

To convert al filenamesin/ mt / dat a to the | SO-8859-1 locale, run this command:
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convnv -f UTF-8 -t 1SO-8859-1 -r --notest /mmt/data/*

If you want to test the conversion first, use:

convnv -f UTF-8 -t 1SO-8859-1 -r /mt/data/*

Links

- http://j3e.de/linux/convmv/
- http://www.linuxj our nal.com/article/8874
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