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Thistutorial isbased on Falko Timme's tutorial for MySQL Cluster 5.0. It shows how to configure aMySQL 5.1 cluster with five nodes: 1 x management,
2 x storage nodes and 2 x balancer nodes. This cluster is load-balanced by an Ul tra Monkey package which provides hear t beat (for checking if the other
nodeisstill alive) and | di rect or d (to split up the requests to the nodes of the MySQL cluster).

In this document | use Debian Etch 4.0 for all nodes. Therefore the setup might differ a bit for other distributions. The two data nodes were x64 to use all of
the 8GB RAM. Servers were compiled from source so you should be able to make it running on any platform. The MySQL version | usein thissetup is
5.1.24-rc. It's arelease candidate, but | wanted to use 5.1 to take advantage of Memory-Disk Based tables.

Beginning with MySQL 5.1.6, it is possible to store the non-indexed  columns of NDB tables on disk, rather than in RAM  aswith previous versions
of MySQL Cluster.[More here]

This howto isjust a scratch to make it running, for many of you | am suggesting to read some off docs from MySQL page to be prepared to how manage
the whole cluster and always know whats going on.

This document comes without warranty of any kind! Bare in mind you need to make tests and prepare your databases before using it in production mode.
1 My Servers
| will use the following Debian serversthat are all in the same network (10.0.1.x in this example):

- nysql - mgt . exanpl e. com 10. 0. 1. 30 [ MySQL cluster management server |
-1 bl. exanpl e.com 10.0.1.31 [ Load Balancer 1]
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-1 b2. exanpl e. com 10.0. 1. 32 [ Load Balancer 2]
- nysql - dat al. exanpl e. com 10.0. 1. 33 [ MySQL cluster node 1]
- nysql - dat a2. exanpl e. com 10. 0. 1. 34 [ MySQL cluster node 2]

In addition to that we need avirtual IP address: 10.0.1.10. It will be assigned to the MySQL cluster by the load balancer so that applications have asingle
| P address to access the cluster.

Although we want to have two MySQL cluster nodes in our MySQL cluster, we still need a third node, the MySQL cluster management server, for mainly
one reason: if one of the two MySQL cluster nodes fails, and the management server is not running, then the data on the two cluster nodes will become
inconsistent ("spl it brain"). Weaso need it for configuring the MySQL cluster.

2 MySQL data nodes + 1 cluster management server + 2 Load Balancers =5

Hereis my hardware configuration:

MySQL Data: DELL R300 Intel(R) Quad Core Xeon(R) CPU X3353 @ 2.66GHz, 2x SAS 146GB Drives (Raid 1), 83GB RAM

MySQL LoadBalancer : DELL R200 Intel(R) Xeon(R) CPU 3065 @ 2.33GHz, 2x SATA 250 GB Drives (Raid 1), 1GB RAM

MySQL Management : DELL R200 Intel(R) Celeron(R) CPU 430 @ 1.80GHz, 1x SATA 160 GB Drives (Raid 1), 1GB RAM

Asthe MySQL cluster management server does not use many resources, you can put additional load balancer on this machine or you can useit for
monitoring the whole cluster by Nagios or Cacti.

2 Set Up The MySQL Cluster Management Server

First we have to download MySQL 5.1.24 (the sources version) and install the cluster management server (ndb_ngnd) and the cluster management client (
ndb_mgm- it can be used to monitor what's going on in the cluster). The following steps are carried out on nysql - mgt . exanpl e. com(10. 0. 1. 30):

mysgl-mngt.example.com:

cd /usr/src

Copyright © 2008 All Rights Reserved. HowtoForge Page 2 of 36


http://www.nagios.org
http://www.cacti.net

How To Set Up A Load-Balanced MySQL Cluster With MySQL 5.1 http: //mmw.howtofor ge.conv

wget http://nysqgl.mrrors. pair.com Downl oads/ MySQ.-5. 1/ nmysql -5. 1. 24-rc. tar. gz
tar xvzf mnysql-5.1.24-rc.tar.gz

#Lets add proper user and group

groupadd nysdl

useradd -g nysqgl nysdl

./configure --prefix=/usr/local/nysqgl --enable-community-features \

--Wwi th-nysqgl d-user=nmysqgl --with-nmysql manager --with-plugi ns=ndbcl uster

nmake

make install

Thisway we are wasting about 124MB space since we do not need al the actual MySQL files, but believe meit's way easier to make any cleanup/upgrade
injust onedir/usr/1ocal / nysql instead of searching for al filesin/ usr/bi n and so on. After compiling we have two directories we are interested in
/usr/1ocal /nysql /binand/usr/local / nysql/libexec [last one contains the ndb management exec].

Just to make life easier let's add this below to your PATH environment, to do so we have to edit file/ r oot /. bash_profi | e:

mysql-mngt.example.com:

echo "PATH=$PATH: / usr/ | ocal / nysql / bi n: /usr/ | ocal / nysql /| i bexec" >>/root/.bash_profile

echo "export PATH' >>/root/.bash_profile

Next, we must create the cluster configuration file, / usr/ 1 ocal / nysql / var/ nysql - cl ust er/ confi g. i ni : [Hints here]
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mysql-mngt.example.com:

nmkdi r /usr/|ocal / nysql /var/nysqgl - cl ust er

cd /usr/local /nysql /var/ nysql - cl uster

vi config.ini
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Please replace the | P addresses in the file appropriately to your setup.
Then we proceed to DataSQL nodes to make necessary dirs and files setup.

mysgl-mngt.example.com:

ndb_rmgnd -f /usr/|ocal /nysql/var/ nysql -cluster/config.ini

It makes sense to automatically start the management server at system boot time, so we create avery simple init script and the appropriate startup links:

mysql-mngt.example.com:

echo '/usr/local/nysql/libexec/ndb_ngmd -f /usr/local/nysqgl/var/nmysql-cluster/config.ini' > /etc/init.d/ ndb_ngnd
chrmod 755 /etc/init.d/ ndb_nmgnd

update-rc.d ndb_ngnd defaults

3 Set Up TheMySQL Cluster Nodes (Storage Nodes)
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Now weinstall nysql - 5. 1. 14- r ¢ on both mysgl-dat al. exanpl e. comand mysqgl-dat a2. exanpl e. com

mysgl-datal.example.com / mysgl-data2.example.com:

cd /usr/src

wget http://nysqgl.mrrors. pair.com Downl oads/ MySQ.-5. 1/ nysql -5. 1. 24-rc.tar. gz

tar xvzf nysql-5.1.24-rc.tar.gz

groupadd nysql

useradd -g nysqgl nysdl

cd /usr/src/nmysqgl-5.1.24-rc

.lconfigure --prefix=/usr/local/nysql --enable-comunity-features --wth-nysql d-user=nysql --wi th-plugi ns=ndbcl uster

meke

meke install

/usr/src/mysql -5.1.24-rc/scripts/nysqgl _install _db --user=nysql

cd /usr/|l ocal / nysql

chown -R root: nysql

chown -R nysql.nysqgl /usr/local/mysqgl/var

cd /usr/src/nmysql-5.1.24-rc
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cp support-files/nysql.server /etc/init.d/
chnod 755 /etc/init.d/ nysql.server
cd /etc/init.d

update-rc.d nysql.server defaults

Then we create the MySQL configuration file/ et ¢/ my. cnf on both nodes:

mysql-datal.example.com / mysql-data2.example.com:

vi /etc/ny.cnf
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Make sureto fill in the correct |P address of the MySQL cluster management server.
Letsadd PATH env. to data nodes also:

mysql-datal.example.com / mysgl-data2.example.com:

echo "PATH=$PATH: / usr/| ocal / mysql / bi n: /usr/| ocal / mysql /| i bexec" >>/root/.bash_profile

echo "export PATH' >>/root/.bash_profile

Next we create the data and backup directories and start the MySQL server on both cluster nodes:

mysgl-datal.example.com / mysgl-data2.example.com:

nkdi r /usr/|ocal / nysql /var/nysql - cl uster

nmkdi r /usr/|ocal /nysql/var/nysql - cl ust er/backup
cd /var/lib/nmysqgl -cluster

ndbd --initial

/etc/init.d/ nysqgl.server start
(Please note: we havetorunndbd --initial only when we start MySQL for thefirst time, and if / usr/ 1 ocal / nysql / mysql - cl uster/config.ini on
nysql - mgt . exanpl e. comchanges.)
Now is agood time to set a password for the MySQL root user:

mysgl-datal.example.com / mysgl-data2.example.com:
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nysqgl admin -u root password yourr oot sqgl password

We want to start the cluster nodes at boot time, so we create an ndbd init script and the appropriate system startup links:

mysql-datal.example.com / mysql-data2.example.com:

echo '/usr/local /nmysqgl/libexec/ndbd" > /etc/init.d/ ndbd
chnod 755 /etc/init.d/ ndbd

update-rc.d ndbd defaults

4 Test The MySQL Cluster

Our MySQL cluster configuration is already finished, now it's timeto test it. On the cluster management server (1 oadbl. exanpl e. com), run the cluster
management client ndb_nmgmto check if the cluster nodes are connected:

mysgl-mngt.example.com:

ndb_nmgm

Y ou should seethis:

Now type show; at the command prompt:

Copyright © 2008 All Rights Reserved. HowtoForge Page 9 of 36



http: //mww.howtofor ge.com/

How To Set Up A Load-Balanced MySQL Cluster With MySQL 5.1

show;

The output should be like this:

If you see that your nodes are connected, then everything's ok!

Type

quit;

to leave the ndb_ngmclient console.
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Now we have to create a test database with atest table and some dataon nysql - dat al. exanpl e. com
mysql-datal.example.com:

nysqgl -u root -p

CREATE DATABASE nysql cl ustertest;

USE nysql cl ustertest;

CREATE TABLE testtable (I | NT) ENG NE=NDBCLUSTER;

I NSERT | NTO testtable () VALUES (1);

SELECT * FROM testtabl e;

qui t;
(Have alook at the CREATE statement: We must use ENG NE=NDBCLUSTER for all database tables that we want to get clustered! If you use another engine,
then clustering will not work!)

The result of the SELECT statement should be:
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Now we have to create the same database on sql 2. exanpl e. com(yes, we still have to create it, but afterwardst est t abl e and its data should be replicated
tonysql - dat a2. exanpl e. combecauset est t abl e uses ENG NE=NDBCLUSTER):

mysgl-data2.example.com:
nysqgl -u root -p
CREATE DATABASE nysql cl ustertest;
USE nysql cl ustertest;
SELECT * FROM testtabl e;

The SELECT statement should deliver you the same result as before on nysql - dat al. exanpl e. comt [The CREATE statement should fail dueto
NDBCLUSTER Engine]

So the data was replicated from nysql - dat al. exanpl e. comto nysqgl - dat a2. exanpl e. com Now we insert another row into t est t abl e:

mysgl-data2.example.com:

I NSERT | NTO testtable () VALUES (2);
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qui t;

Now let's go back to nysql - dat al. exanpl e. comand check if we see the new row there:

mysgl-datal.example.com:
nysqgl -u root -p
USE nysql cl ustertest;
SELECT * FROM testtabl e;

qui t;

Y ou should see something like this:

So both MySQL cluster nodes always have the same datal
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Now let's see what happens if we stop node 1 (mysql - dat al. exanpl e. com): Run

mysgl-datal.example.com:

killall ndbd

and check with

ps aux | grep ndbd | grep -iv grep

that all ndbd processes have terminated. If you still see ndbd processes, run another

killall ndbd

until all ndbd processes are gone.
Now let's check the cluster status on our management server (nysql - gt . exanpl e. com):

mysgl-mngt.example.com:

ndb_nmgm

On the ndb_ngmconsole, issue

show;,

and you should seethis:
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You seg, nysql - dat al. exanpl e. comis not connected anymore.

Type

quit;

to leave the ndb_ngmconsole.
Let's check nysql - dat a2. exanpl e. com

mysql-data2.example.com:

nysqgl -u root -p
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USE nysqgl cl ustertest;
SELECT * FROM testtabl e;

quit;

The result of the SELECT query should still be

Ok, all tests went fine, so let's start our nysql - dat al. exanpl e. comnode again:

mysql-datal.example.com:

ndbd

5How To Restart The Cluster

Now let's asume you want to restart the MySQL cluster, for example because you have changed / usr /1 ocal / nysql / var/ nysql - cl uster/config.ini on
mysql - mgt . exanpl e. comor for some other reason. To do this, you use the ndb_ngmcluster management client on nysql - mgt . exanpl e. comt
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mysgl-mngt.example.com:

ndb_nmgm

On the ndb_ngmconsole, you type

shut down;

Y ou will then see something like this:

This means that the cluster data nodes nysql - dat al. exanpl e. comand mysgl-data2. exanpl e. comand also the cluster management server have shut
down.

Run

quit;

to leave the ndb_nmgmconsole.

To start the cluster management server, do thison nysgl - mgt . exanpl e. com
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mysgl-mngt.example.com:

ndb_ngmd -f /usr/local /nysqgl/nysql-cluster/config.ini

and on nysql - dat al. exanpl e. comand nysql - dat a2. exanpl e. comyou can run

mysgl-datal.example.com / mysgl-data2.example.com:

ndbd

or, if you have changed / usr/ | ocal / nysql / var/ nmysql - cl uster/ confi g.ini onnysgl - mgt. exanpl e. com

ndbd --initial

Afterwards, you can check on nysql - mgt . exanpl e. comif the cluster has restarted:

mysgl-mngt.example.com:

ndb_ngm

On the ndb_nmgmconsole, type

show;,

to see the current status of the cluster. It might take afew seconds after arestart until all nodes are reported as connected.

Type
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quit;

to leave the ndb_ngmconsole.

6 Configure The Load Balancers

Our MySQL cluster isfinished now, and you could start using it now. However, we don't have a single | P address that we can use to access the cluster,
which means you must configure your applications in away that a part of it uses the MySQL cluster node 1 (nysql - dat al. exanpl e. com), and the rest uses
the other node (nysql - dat a2. exanpl e. com). Of course, all your applications could just use one node, but what's the point then in having a cluster if you
do not split up the load between the cluster nodes? Another problem is, what happensif one of the cluster nodes fails? Then the applications that use this
cluster node cannot work anymore.

The solution isto have aload balancer in front of the MySQL cluster which (as its name suggests) balances the load between the MySQL cluster nodes.
The load blanacer configures avirtual |P address that is shared between the cluster nodes, and all your applications use this virtual 1P address to access the
cluster. If one of the nodes fails, then your applications will still work, because the load balancer redirects the requests to the working node.

Now in this scenario the load balancer becomes the bottleneck. What happens if the load balancer fails? Therefore we will configure two load balancers (
mysql -1 bl. exanpl e. comand nysql - b2. exanpl e. com) in an active/passive setup, which means we have one active load balancer, and the other oneisa
hot - st andby and becomes active if the active one fails. Both load balancers use hear t beat to check if the other load balancer is still alive, and both load

balancers also use! di r ect or d, the actual load balancer the splits up the load onto the cluster nodes. hear t beat and | di r ect or d are provided by the
U tra Monkey package that we will install.

It isimportant that nysql -1 b1. exanpl e. comand nysgl - | b2. exanpl e. comhave support for I PVS (IP Virtual Server) in their kernels. | PVS implements
transport-layer load balancing inside the Linux kernel.

6.1 Install Ultra Monkey
Ok, let's start: first we enable ! PVS on nysql -1 b1. exanpl e. comand nysql -1 b2. exanpl e. com

mysqgl-lbl.example.com / mysql-Ib2.example.com:

nodpr obe i p_vs_dh
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In order to load the | PVS kernel modules at boot time, we list the modulesin/ et ¢/ nodul es:

mysql-Ibl.example.com / mysql-Ib2.example.com:
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Now we edit/ et c/ apt/ sources. | i st and addtheU tra Monkey repositories (don't remove the other repositories), and then weinstall U tra Monkey:

mysql-lbl.example.com / mysql-Ib2.example.com:

vi /etc/apt/sources.|ist

apt - get update

apt-get install ultranmonkey |ibdbi-perl |ibdbd-nmysql-perl |ibnmysqlclientl4-dev

Now U tra Monkey isbeinginstalled. If you see thiswarning:

Copyright © 2008 All Rights Reserved. HowtoForge Page 21 of 36



How To Set Up A Load-Balanced MySQL Cluster With MySQL 5.1 http: //mww.howtofor ge.com/

you can ignoreit.
Answer the following questions:

Do you want to automatically load |IPVS rules on boot?
<-- No

Sel ect a daenon net hod.
<-- none

Thel i bdbd- nysql - per| package we've just installed does not work with MySQL 5 (we use MySQL 5 on our MySQL cluster...), so weinstall the newest
DBD: : nysql Perl package:

mysql-lbl.example.com / mysql-Ib2.example.com:

cd /tnp

wget http://search. cpan. or g/ CPAN aut hor s/ i d/ C/ CAl CAPTTOFU DBD- nysql - 3. 0002. t ar . gz

tar xvfz DBD-nysql -3.0002.tar.gz

Copyright © 2008 All Rights Reserved. HowtoForge Page 22 of 36



How To Set Up A Load-Balanced MySQL Cluster With MySQL 5.1 http: //Amww.howtofor ge.com/

cd DBD- nmysql - 3. 0002
per| Makefile.PL
nake

make install

We must enable packet forwarding:

mysql-lbl.example.com / mysql-Ib2.example.com:

vi /etc/sysctl.conf

sysctl -p

6.2 Configure heartbeat
Next we configure hear t beat by creating threefiles (all three files must be identical on nysql - b1. exanpl e. comand nysql -1 b2. exanpl e. com):

mysql-lbl.example.com / mysql-Ib2.example.com:

vi /etc/ha.d/ ha. cf
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Please note: you must list the node names (in this case nysql - | bl and | mysql - b2) as shown by

unane -n

I P addresses does not work here, it is also good ideato add proper entries on both load balancers(nysql -1 b1 and | nysql -1 b2) in

vi /etc/hosts

Now let's change here your Virtual MySQL IP:

vi /etc/ha.d/ haresources
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/24/eth0/10.0.1.255

Y ou must list one of the load balancer node names (here: nysql -1 b1) and list the virtual 1P address (10. 0. 1. 10) together with the correct netmask (24) and
broadcast address (10. 0. 1. 255). If you are unsure about the correct settings, http://www.subnetmask.info/ might help you.

vi /etc/ha.d/ aut hkeys

soner andonst ri ng isapassword which the two hear t beat daemonson| oadbl and | oadb2 use to authenticate against each other. Use your own string
here. Y ou have the choice between three authentication mechanisms. | use nd5 asit is the most secure one.

/ et ¢/ ha. d/ aut hkeys should be readable by root only, therefore we do this:

mysql-lbl.example.com / mysql-Ib2.example.com:

chrnod 600 /et c/ ha. d/ aut hkeys

6.3 Configureldirectord
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Now we create the configuration file for | di r ect or d, the load balancer:

mysql-lbl.example.com / mysql-Ib2.example.com:

vi /etc/ha.d/ldirectord. cf

Pleasefill in the correct virtual IP address (10. 0. 1. 10) and the correct | P addresses of your MySQL cluster nodes (10. 0. 1. 33 and 10. 0. 1. 34). 3306 isthe
port that MySQL runs on by default. We also specify aMySQL user (I di rect or) and password (I di r ect or passwor d), a database (I di r ect or db) and an
SQL query. | di rect or d uses this information to make test requests to the MySQL cluster nodes to check if they are till available. We are going to create

thel di rect or database with thel di rect or user in the next step.

Now we create the necessary system startup links for hear t beat and remove those of | di r ect or d (bacause | di r ect or d will be started by hear t beat ):
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mysqgl-lbl.example.com / mysaql-Ib2.example.com:

update-rc.d -f heartbeat renove
update-rc.d heartbeat start 75 2 3 4 5 . stop 050 1 6 .

update-rc.d -f ldirectord renove

6.4 Create A Database Called Idirector

http: //mww.howtofor ge.conv

Next we create the | di r ect or database on our MySQL cluster nodes nysql - dat al. exanpl e. comand nysql - dat a2. exanpl e. com This database will be

used by our load balancersto check the availability of the MySQL cluster nodes.

mysgl-datal.example.com:

nysqgl -u root -p

GRANT ALL ON Idirectordb.* TO 'Idirector' @% | DENTI FI ED BY ' | di rectorpassword';

FLUSH PRI VI LEGES;

CREATE DATABASE | di rect or db;

USE | di rect or db;

CREATE TABLE connecti oncheck (I | NT) ENG NE=NDBCLUSTER,

I NSERT | NTO connecti oncheck () VALUES (1);

qui t;
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mysgl-data2.example.com:

nmysql -u root -p

GRANT ALL ON Idirectordb.* TO 'Idirector' @% | DENTI FI ED BY ' | di rector password';
FLUSH PRI VI LEGES;

CREATE DATABASE | di r ect or db;

quit;

6.5 Prepare The MySQL Cluster Nodes For Load Balancing

Finally we must configure our MySQL cluster nodes nysql - dat al. exanpl e. comand nysql - dat a2. exanpl e. comto accept requests on the virtual 1P
address 192. 168. 0. 105.

mysgl-datal.example.com / mysgl-data2.example.com:

apt-get install iproute

Add thefollowingto/ et c/ sysct! . conf:

mysql-datal.example.com / mysgl-data2.example.com:

vi /etc/sysctl.conf

# Enable configuration of arp_ignore option

net.ipv4.conf.all.arp_ignore =1
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sysctl -p

Add this section for the virtual |P addressto/ et ¢/ net wor k/ i nt er f aces:
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mysql-datal.example.com / mysql-data2.example.com:

vi /etc/network/interfaces

ifup lo:0

7 Start The Load Balancer And Do Some Testing
Now we can start our two load balancers for the first time:

mysql-lbl.example.com / mysql-Ib2.example.com:

/etc/init.d/ldirectord stop

/etc/init.d/ heartbeat start

If you don't see errors, you should now reboot both load balancers.If you do see errors go to the end of this tutorial | might know whats the problem :)
[Chapter 8]

mysql-lbl.example.com / mysql-Ib2.example.com:
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shutdown -r now

After the reboot we can check if both load balancers work as expected :

mysql-lbl.example.com / mysql-Ib2.example.com:

i p addr sh ethO

The active load balancer should list the virtual 1P address (10. 0. 1. 10):

The hot-standby should show this:

mysql-Ibl.example.com / mysgl-Ib2.example.com:

Idirectord Idirectord.cf status
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Output on the active load balancer:

Output on the hot-standby:

mysql-Ibl.example.com / mysgl-Ib2.example.com:

i pvsadm -L -n

Output on the active load balancer:

Output on the hot-standby:
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mysql-lbl.example.com / mysql-Ib2.example.com:

/ etc/ ha. d/ resource. d/ LVSSyncDaenonSwap nast er st atus

Output on the active load balancer:

Output on the hot-standby:

If your tests went fine, you can now try to access the MySQL database from atotally different server in the same network (10. 0. 1. x) using the virtua IP
address 10. 0. 1. 10:

nysql -h 10.0.1.10 -u ldirector -p

(Please note: your MySQL client must at least be of version 4.1; older versions do not work with MySQL 5.)

Y ou can now switch off one of the MySQL cluster nodes for test purposes; you should then still be able to connect to the MySQL database.

8 Annotations and hintserrors with Idirectord:
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/etc/init.d/ldirectord stop

/etc/init.d/ heartbeat start

Stopping Idirectord Error [] reading file /etc/ha.d/ldirectord.cf at |line 8 >Unknown command servi ce=nysql

This error is due to formatting, it took me some time to figure it out.
Theserivce= nysqgl isprobably connected to/ et c/ servi ces which is correct.
If you have libmysqglclientl5 or 14 installed, fixing right formatting will do the trick like here:

vi /etc/heartbeat/|directord.cf
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And that should beit.

There are someimportant thingsto keep in mind when running a MySQL cluster:

1.1f you have your databases and you want to use them in MySQL cluster please read this asit will guide you through how to change ENGINE=MyISAM
to NDBCLUSTER.

2. Adding user to mysgl database and changing GRANTS must be done on al data nodes since mysgl database is MylSAM/InoDB. Y ou can of course
convert it's engine.

3.All dataisstored in RAM! as adefault, but Therefore you need lots of RAM on your cluster nodes. The formula how much RAM you need on each
node goes like this:

(Si zeof Dat abase * NumberOfReplicas * 1.1 ) / Nunber Of Dat aNodes
So if you have a database that is 1 GB of size, you would need 1.1 GB RAM on each node!

4.The cluster management node listens on port 1186, and anyone can connect. So that's definitely not secure, and therefore you should run your cluster in an
isolated private network! Since it would be harder to manage it may be a good idea to make changes to /etc/hosts.deny or prepare iptables based firewall.

5.It'sagood ideato have alook at the MySQL Cluster FAQ: http://dev.mysgl.com/doc/refman/5.1/en/mysgl-cluster -fag.html and aso at the MySQL
Cluster documentation: http://dev.mysgl.com/doc/refman/5.1/en/ndbcluster.html

Links

- MySQL: http://www.mysgl.com/

- MySQL Cluster documentation: http://dev.mysql.com/doc/r efman/5.1/en/ndbcluster .html

- MySQL Cluster FAQ: http://dev.mysgl.com/doc/r efman/5.1/en/mysql-cluster-fag.html

- UltraMonkey: http://www.ultramonkey.or g/

- The High-Availability Linux Project: http://www.linux-ha.or g/

- MySQL 5.1 Cluster Replication http://blog.dbadoj 0.com/2007/08/mysql-51-ndb-cluster -r eplication-on-ec2.html
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- How to stresstest my MySQL Cluster 5.1 http://blogs.techr epublic.com.com/howdoi/?p=133
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